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INTRODUCTION
• Convolutional Nearest Neighbor (ConvNN) reinterprets convolution as k-nearest 

neighbor aggregation with flexible neighbor selection criteria. 

• Standard convolution implicitly performs k-NN with fixed spatial distance (e.g., 3x3 

kernel = k = 9 spatially-adjacent neighbors including self). 

• ConvNN generalizes this by allowing neighbor selection based on: 

• Spatial distance (reduces to standard convolution)

• Feature similarity (cosine/Euclidean)

• Hybrid spatial-feature metrics

• Core Algorithm of ConvNN:

 1. Compute pairwise similarities between all spatial positions

 2. Select k-nearest neighbors per position via hard top-k

 3. Aggregate neighbors with learnable weights (1D convolution)

RESULTS

CONVOLUTION AND ATTENTION

• Hybrid similarity (spatial + feature) outperforms pure spatial or pure feature selection

• Branching architecture achieves best performance by combining ConvNN’s global context with Conv2d’s 

spatial locality. 

• ConvNN unifies convolution and attention as neighbor aggregation differ: 

• Spatial-only → standard convolution

• All positions with soft weights with linear projection → self-attention

• ConvNN occupies the middle ground with hard, content-aware selection

• Feature work: Extend to Vision Transformers, explore learnable similarity metrics, investigate soft vs. hard 

selection.

BASE ALGORITHM

DISCUSSION 

SIMILARITY COMPUTATION SPEED-UPS
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Branching ConvNN = Branching with branching ratio 0.500, kernel_size = 3, K = 9, Feature Similarity  and Aggregation.

ARCHITECTURE AND TRAINING

Branching ConvNN = Branching with branching ratio 0.250, Location + Feature Similarity  and Aggregation.

ConvNN Visualization

1. Similarity Computation

2. K-Nearest Neighbor Selection

Branching ConvNN = Branching with branching ratio 0.250, Location + Feature Similarity  and Aggregation. Spatial Sampling = 𝑁 = 𝑁 × 𝑁 sub grid 3, Random Sampling = N2 pixels. 

• To reduce O(N2) complexity of all to all similarity computation, we introduce two 

sampling methods: Random and Spatial Sparsification.

• Trade-off between computational efficiency and neighbor selection  quality is 

controlled by sampling parameter 𝑛 (number of pixel sampled).

𝐼𝑘 = 𝑘−𝑎𝑟𝑔𝑚𝑎𝑥 𝑋𝑋⊤ ∈ ℝ𝑛×𝑛

𝑆 = 𝑋𝑋⊤ ∈ ℝn×n where 𝑆𝑖𝑗 = xi
⊤xj

1. Convolution

S = D =  2(1 −  𝑋⊤𝑋) ∈ ℝn×n where D𝑖𝑗 = ∥ xi  −  xj ∥2
2 =  2(1 −  xi

⊤xj)

𝐼𝑘 = 𝑘−𝑎𝑟𝑔𝑚𝑎𝑥 2(1 −  𝑋⊤𝑋) ∈ ℝn×n

2. Convolutional Nearest Neighbor

𝐼𝑘 = 𝑘−𝑎𝑟𝑔𝑚𝑎𝑥 𝑋𝑋⊤ ∈ ℝ𝑛×𝑛

𝑆 = 𝑋𝑋⊤ ∈ ℝn×n where 𝑆𝑖𝑗 = xi
⊤xj

3. Attention 

Attention(Q, K, V)  = A(Q, K)V where V = wvX

QK⊤ ∈ ℝn×n where Q = wQX, K = wkX

• Architecture: VGG-11 with Conv2d layers replaced by ConvNN and branching layers

• Dataset: CIFAR-10 image classification

• Training: 60 epochs with AdamW (lr=1e-5, wd=1e-6), StepLR scheduler 

(gamma=0.95, step=2)

• Variants tested:

• Location-only (spatial distance) 

• Feature-only (cosine similarity) 

• Hybrid (weighted combination) 

• Branching with ratio (e.g., 50% Conv2d + 50% ConvNN) 

Neighbors = 𝑋 Ik 𝑖, : , : ∈ ℝk×n

Neighbors = 𝑋 Ik 𝑖, : , : ∈ ℝk×n

Neighbors = 𝑋 Ik 𝑖, : , : ∈ ℝk×n

A(Q, K)  =  softmax(
QK⊤

dk

)  ∈ ℝn×n
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